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1. Introduction 

 

There are so many optimisation problems in 

various areas of science and engineering. For solving 

them, there exist twofold approaches; classical 

approaches and heuristic approaches. Classical 

approaches such as linear programming and non-

linear programming are not efficient enough in 

solving optimisation problems. Since they suffer 

from curse of dimensionality and also require 

preconditions such as continuity and differentiability 

of objective function that usually are not met. 

 

Heuristic approaches which are usually bio-

inspired include a lot of approaches such as genetic 

algorithms, evolution strategies, differential evolution 

and so on. Heuristics do not expose most of the 

drawbacks of classical and technical approaches. 

Among heuristics, particle swarm optimisation (PSO) 

has shown more promising behavior. 

 

PSO is a stochastic, population-based optimisation 

technique introduced by Kennedy and Eberhart in 

1995 (Kennedy & Eberhart, 1995). It belongs to the 

family of swarm intelligence computational 

techniques and is inspired of social interaction in 

human beings and animals. 

 

Some PSO features that make it so efficient in 

solving optimisation problems are the followings: 

 

 In comparison with other heuristics, it has less 

parameters to be tuned by user. 

 Its underlying concepts are so simple. Also its 

coding is so easy. 

 It provides fast convergence. 

 It requires less computational burden in 

comparison with most other heuristics. 

 It provides high accuracy. 

 Roughly, initial solutions do not affect its 

computational behavior. 

 Its behavior is not highly affected by increase in 

dimensionality. 

 It is efficient in tackling multi-objectives, multi-

modalities, constraints, discrete/integer variables. 

 There exist many efficient strategies in PSO for 

mitigating “premature convergence.” Thus, its 

success rate is so high. 

 

However, typical PSO variants are merely 

applicable to static optimisation problems while 

many real-world optimization problems are dynamic. 

Dynamic problem is a problem whose objective 

function and/or constraints of a dynamic problem 

vary over time. Therefore, for solving dynamic 

problems, typical PSO variants should be modified. 

In this paper various PSO variants specially designed 

for dynamic problems are analysed in details. 

Moreover, their pros and cons are mentioned. 

According to the author’s knowledge, in literature, 

there is no comprehensive analysis on PSO variants 

for dynamic problems. The paper is organised as 

follows; in section 2, fundamental concepts and basic 

variants of PSO are introduced. In section 3, some 

applications of PSO are mentioned. Finally, drawing 

conclusions is implemented in section 4.  
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2. Fundamental Concepts and Basic Variants of 

PSO  

PSO launches with the random initialisation of a 

population (swarm) of individuals (particles) in the n-

dimensional search space (n is the dimension of 

problem in hand). The particles fly over search space 

with adjusted velocities. In PSO, each particle keeps 

two values in its memory; its own best experience, 

that is, the one with the best fitness value (best fitness 

value corresponds to least objective value since 

fitness function is conversely proportional to 

objective function) whose position and objective 

value are called Pi and Pbest respectively and the best 

experience of the whole swarm, whose position and 

objective value are called Pg  and gbest  respectively. 

Let denote the position and velocity of particle i with 

the following vectors:  

 

Xi = (Xi1, Xi2, … , Xid, … , Xin) 
  

Vi = (Vi1, Vi2, … , Vid, … , Vin) 
 

The velocities and positions of particles are 

updated in each time step according to the following 

equations: 

 

Vid(t + 1) = Vid (t) + C1 r1d(Pid − Xid)+C2r2d(Pgd −

Xid)                               (1) 

                                                              

 

Xid(t + 1) = Xid (t) + Vid (t + 1)               (2) 
 

Where C1and C2 are two positive numbers and r1d 

and r2d  are two random numbers with uniform 

distribution in the interval [0,1]. Here, according to 

(1), there are three following terms in velocity update 

equation:  

 

The first term this models the tendency of a particle 

to remain in the same direction it has traversing and 

is called “inertia,” “habit,” or “momentum.” 

 

The second term is a linear attraction toward the 

particle’s own best experience scaled by a random 

weight C1r1d . This term is called “memory,” 

“nostalgia,” or “self-knowledge.” 

 

The third term is a linear attraction toward the best 

experience of the all particles in the swarm, scaled by 

a random weight 𝐶2𝑟2𝑑 . This term is called 

“cooperation,” “shared information,” or “social 

knowledge.” 

 

The procedure for implementation of PSO is as 

follows: 

 

1) Particles’ velocities and positions are Initialised 

randomly, the objective value of all particles are 

calculated, the position and objective of each 

particle are set as its 𝑃𝑖  and 𝑃𝑏𝑒𝑠𝑡  respectively 

and also the position and objective of the particle 

with the best fitness (least objective) is set as Pg 

and gbest respectively. 

2) Particles’ velocities and positions are updated 

according to equations (1) and (2). 

3) Each particle’s Pbest  and Pi are updated, that is, if 

the current fitness of the particle is better than its 

Pbest , Pbest  and Pi  are replaced with current 

objective value and position vector respectively. 

4)  𝑃𝑔 and  𝑔𝑏𝑒𝑠𝑡  are updated, that is, if the current 

best fitness of the whole swarm is fitter than 

𝑔𝑏𝑒𝑠𝑡 ,  𝑔𝑏𝑒𝑠𝑡  and 𝑃𝑔 are replaced with current best 

objective and its corresponding position vector 

respectively. 

5) Steps 2-4 are repeated until stopping criterion 

(usually a prespecified number of iterations or a 

quality threshold for objective value) is reached. 

 

It should be mentioned that since the velocity 

update equations are stochastic, the velocities may 

become too high, so that the particles become 

uncontrolled and exceed search space. Therefore, 

velocities are bounded to a maximum value 𝑉𝑚𝑎𝑥 , 

that is (Eberhart, Shi, & Kennedy, 2001) 

 

If |Vid| > Vmax then Vid = sign(Vid)Vmax              (3) 

     

Where sign represents sign function. 

 

However, primary PSO characterised by (1) and 

(2) does not work desirably; especially since it 

possess no strategy for adjusting the trade-off 

between explorative and exploitative capabilities of 

PSO. Therefore, the inertia weight PSO is introduced 

to remove this drawback. In inertia-weight PSO, 

which is the most commonly-used PSO variant, the 

velocities of particles in previous time step is 

multiplied by a parameter called inertia weight. The 

corresponding velocity update equations are as 

follows (Shi & Eberhart, 1998; Shi & Eberhart, 1999) 

 

Vid(t + 1) = ωVid (t) +

C1 r1d(Pi-Xid)+C2r2d(Pgd-Xid)                

 

Xid(t + 1) = Xid (t) + Vid (t + 1)            (4)  
 

Inertia weight adjusts the trade-off between 

exploration and exploitation capabilities of PSO. The 

less the inertia weight is, the more the exploration 
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capability of PSO will be and vice versa. Commonly, 

it is decreased linearly during the course of the run, 

so that the search effort is mainly focused on 

exploration at initial stages and is focused more on 

exploitation at latter stages of the run.   The flowchart 

of linearly decreasing inertia weight PSO which is 

usually called conventional PSO, is depicted is 

Figure 1. 

 

2.1 Constricted PSO 

 
     Constricted PSO, like inertia weight PSO, was 

invented to enhance the exploration capability of 

PSO and to hinder explosion of swarm. Velocity 

update equations in this variant are as follows (Clerc, 

and Kennedy, 2002): 

 

Vid(t + 1) = χ (Vid (t) + C1 r1d(Pid − Xid)

+ C2r2d(Pgd − Xid))              (5) 

 

 

Xid(t + 1) = Xid (t) + Vid (t + 1)                            
 

Where 

 

χ =
2

(2−C−√(C2− 4C))
    and   C = C1 + C2                    (6)        

                         

 

Usually, C is set to 4.1 and so χ=0.729.  

 

 

2.2 Cognitive Only PSO 

 

     In velocity update equations of PSO in (1) and (2), 

if the value of social acceleration coefficient is set to 

zero (C2=0), each particle is solely attracted to the 

best experience of itself and  is not affected by other 

particles, that is, social interaction and information 

sharing does not exist. This variant is called 

cognitive-only PSO and has been used rarely in PSO 

applications. 

 

Vid(t + 1) = Vid (t) + C1 r1d(Pi − Xid)          (7) 
 

 

Xid(t + 1) = Xid (t) + Vid (t + 1)                             
                          

2.3 Social Only PSO 

 

     In PSO’s velocity update equations in (1) and (2), 

if the value of cognitive acceleration coefficient is set 

to zero (C1=0), the particles are solely attracted to the 

best experience of the whole swarm and not their 

own best experience. This variant is called cognitive-

only PSO and has been used rarely in PSO 

applications. 

 

Vid(t + 1) = Vid (t) + C2r2d(Pgd − Xid)          (8) 

 

 

Xid(t + 1) = Xid (t) + Vid (t + 1)                      
                                 

 

2.3.1 Bare-Bone (Velocity-free ) PSO  

 

     Bare-bones PSO is a version of PSO in which 

position update equations are replaced by a procedure 

that samples a parametric probability density 

function. In this variant, the concept of velocity is 

missing. A particle’s position update equation is as 

follows (Kennedy, 2003) 

 

Xid (t + 1) = N(μid (t),   σid (t))                     (9)     
 

 

μid (t) =  
Pid  +Pgd

2
                                                 (10)      

  

 

σid (t) = √|Pid  (t) − Pgd (t)|                              (11)      

                                      

 

Where N stands for a Normal distribution.      

 

3.  Applications of PSO 

 
The areas of PSO applications is extremely wide. For 

instance, it has been applied in medicine (Chen, 

Wang et al. ; Gandhi, Karnan et al. ; Kessentini, 

Barchiesi et al. ; Yang and Zhang ; Zabidi, Lee Yoot 

et al. ; Nakib, Roman et al. 2007; Liman, Haiming et 

al. 2008), chemistry (Qiang, Wen-cong et al.), 

economy (Ernawati and Subanar ; An-Pin, Chien-

Hsun et al. 2009), geology (Dianfeng, Yaolin et al. ; 

Jen-Chih and Chen ; Han and Wang 2009; Liang, 

Guangming et al. 2009), mechanical engineering 

(Bin, Hangxia et al. ; Jianghui and Wenjun ; Mukesh, 

Lingadurai et al. ; Qiang and Fang 2006; Hushan, 

Shengdun et al. 2008; Changlin, Heyan et al. 2009; 

Youxin and Xiaoyi 2009), biology (Chengwei and 

Jianhua 2008), geography (Hua-sheng, Long et al. ; 

Wenyu, Xuan et al. 2009), civil (Huawang and 

Wanqing 2008; Min and Fang-Fang 2009), computer 

science (Geetha and Sathya ; Guosheng, Jianxun et 

al. ; Shuzhi, Ping et al. ; Toreini and Mehrnejad ; 

Youssef ; van der Merwe and Engelbrecht 2003; 

Alam, Dobbie et al. 2008; Xueping, Qingzhou et al.  
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2008), electrical power engineering (Amanifar ; 

Ghanbarzadeh, Goleijani et al. ; Iyer, Xiaomin et al. ; 

Nabavi, Hajforoosh et al. ; Sundareswaran, Nayak et 

al. ; Slochanal, Saravanan et al. 2005; Sadati, Hajian 

et al. 2007; Das, Prasai et al. 2009; El-Gammal and 

El-Samahy 2009; Zhao, Zhan et al. 2009). 

 

4. Conclusions 

 

     In this paper, fundamental concepts of PSO have 

been introduced, basic PSO variants have been 

explained and analysed. Furthermore, some 

applications of PSO in different areas have been 

mentioned. The authors believe that this paper can be 

useful for researchers in related areas. 

 

Corresponding Author: 

Ahmad Rezaee Jordehi  

Department of Electrical Engineering 

University Putra Malaysia  

UPM Serdang, Selangor 43400, Malaysia  

E-mail: ahmadrezaeejordehi@gmail.com  

 

References 

 

[1]. Kennedy, J. and R. Eberhart. Particle swarm 

optimization. 1995: IEEE. 

[2]. Eberhart, R.C., Y. Shi, and J. Kennedy, 

Swarm intelligence. 2001: Morgan Kaufmann. 

[3]. Shi, Y. and R. Eberhart. A modified particle 

swarm optimizer. 1998: IEEE. 

[4]. Shi, Y. and R.C. Eberhart. Empirical study 

of particle swarm optimization. 1999: IEEE. 

[5]. Clerc, M. and J. Kennedy, The particle 

swarm-explosion, stability, and convergence in a 

multidimensional complex space. Evolutionary 

Computation, IEEE Transactions on, 2002. 6(1): 

p. 58-73. 

[6]. Kennedy, J. Bare bones particle swarms. 

2003: IEEE. 

[7]. Kessentini S, Barchiesi D, Grosges T, de la 

Chapelle ML. Particle swarm optimization and 

evolutionary methods for plasmonic biomedical 

applications. In, Evolutionary Computation 

(CEC), 2011 IEEE Congress on:2315-2320 

[8]. Chen Y, Wang J, Wei X, Deng B, Che Y. 

Particle swarm optimization of periodic deep 

brain stimulation waveforms. In, Control 

Conference (CCC), 2011 30th Chinese:754-757 

[9]. Yang M, Zhang H. Fuzzy Control System of 

Extracting for Chinese Traditional Medicine 

Based on Particle Swarm Optimization. In, 

Intelligent Systems (GCIS), 2010 Second WRI 

Global Congress on:207-211 

[10]. Nakib A, Roman S, Oulhadj H, Siarry P. 

Fast brain MRI segmentation based on two-

dimensional survival exponential entropy and 

particle swarm optimization. In, Engineering in 

Medicine and Biology Society, 2007 EMBS 

2007 29th Annual International Conference of 

the IEEE; 2007:5563-5566 

[11]. Zabidi A, Lee Yoot K, Mansor W, Yassin 

IM, Sahak R. Optimization of MFCC parameters 

using Particle Swarm Optimization for diagnosis 

of infant hypothyroidism using Multi- Layer 

Perceptron. In, Engineering in Medicine and 

Biology Society (EMBC), 2010 Annual 

International Conference of the IEEE:1417-1420 

[12]. Liman Z, Haiming W, Jinzhao L, Jianzhou 

W. Decision Support in Cancer Base on Fuzzy 

Adaptive PSO for Feedforward Neural Network 

Training. In, Computer Science and 

Computational Technology, 2008 ISCSCT '08 

International Symposium on; 2008:220-223 

[13]. Gandhi KR, Karnan M, Kannan S. 

Classification Rule Construction Using Particle 

Swarm Optimization Algorithm for Breast 

Cancer Data Sets. In, Signal Acquisition and 

Processing, 2010 ICSAP '10 International 

Conference on:233-237 

[14]. Qiang S, Wen-cong L, Xu L, Tian-hong G, 

Bing N. Particle swarm optimization-based 

support vector regression and Bayesian networks 

applied to the toxicity of organic compounds to 

tadpoles (Rana japonica). In, Biomedical 

Engineering and Informatics (BMEI), 2011 4th 

International Conference on:2125-2129 

[15]. Ernawati, Subanar. Using particle swarm 

optimization to a financial time series prediction. 

In, Distributed Framework and Applications 

(DFmA), 2010 International Conference on:1-6 

[16]. An-Pin C, Chien-Hsun H, Yu-Chia H. A 

novel modified particle swarm optimization for 

forecasting financial time series. In, Intelligent 

Computing and Intelligent Systems, 2009 ICIS 

2009 IEEE International Conference on; 

2009:683-687 

[17]. Han D-x, Wang G-y. Application of Particle 

Swarm Optimization to Seismic Location. In, 

Genetic and Evolutionary Computing, 2009 

WGEC '09 3rd International Conference on; 

2009:641-644 

[18]. Jen-Chih W, Chen WW. Finding Most 

Likely Sliding Surfaces Using PSO. In, 

Technologies and Applications of Artificial 

Intelligence (TAAI), 2011 International 

Conference on:309-312 

[19]. Dianfeng L, Yaolin L, Yanfang L, Xiang Z. 

A parallelized multi-objective particle swarm 

http://www.jofamericanscience.org/
http://www.americanscience.org/
mailto:editor@americanscience.org
mailto:geetakh@gmail.com


Journal of American Science 2023;19(6)                              http://www.jofamericanscience.orgJAS 

 

http://www.americanscience.org            editor@americanscience.org 
 

32 

optimization model to design soil sampling 

network. In, Geoinformatics 

(GEOINFORMATICS), 2012 20th International 

Conference on:1-6 

[20]. Liang L, Guangming Y, Xuesong C, Shibao 

L. The Harmony Search Algorithm in 

Combination with Particle Swarm Optimization 

and its Application in the Slope Stability 

Analysis. In, Computational Intelligence and 

Security, 2009 CIS '09 International Conference 

on; 2009:133-136 

[21]. Jianghui C, Wenjun M. A New Parameters 

Optimization Method for Screw Conveyor Based 

on PSO. In, Emerging Trends in Engineering and 

Technology (ICETET), 2010 3rd International 

Conference on:263-266 

[22]. Bin S, Hangxia Z, Cong Y. Application of 

particle swarm optimization to the identification 

of thermal property parameters of porous media. 

In, Electronic and Mechanical Engineering and 

Information Technology (EMEIT), 2011 

International Conference on:242-245 

[23]. Mukesh R, Lingadurai K, Karthick S. 

Aerodynamic optimization using proficient 

optimization algorithms. In, Computing, 

Communication and Applications (ICCCA), 

2012 International Conference on:1-5 

[24]. Qiang Z, Fang G. A Particle Swarm and 

Chaos Combination Approach for Vehicle 

Simulator Optimization. In, Intelligent Systems 

Design and Applications, 2006 ISDA '06 Sixth 

International Conference on; 2006:986-994 

[25]. Changlin W, Heyan D, Yi C. Surface 

Roughness Prediction for Aluminum Alloy 

Wheel Surface Polishing Using a PSO-Based 

Multilayer Perceptron. In, Intelligent Systems 

and Applications, 2009 ISA 2009 International 

Workshop on; 2009:1-5 

[26]. Youxin L, Xiaoyi C. Chaos Immune Particle 

Swarm Optimization Algorithm with Hybrid 

Discrete Variables and its Application to 

Mechanical Optimization. In, Intelligent 

Information Technology Application 

Workshops, 2009 IITAW '09 Third International 

Symposium on; 2009:190-193 

[27]. Hushan S, Shengdun Z, Jianping W. An 

improved particle swarm optimization for pre-

denoise at the exhaust pipeline design stage. In, 

Industrial Engineering and Engineering 

Management, 2008 IEEM 2008 IEEE 

International Conference on; 2008:780-784 

[28]. Chengwei L, Jianhua R. A Particle Swarm 

Optimization algorithm for finding DNA 

sequence motifs. In, Bioinformatics and 

Biomeidcine Workshops, 2008 BIBMW 2008 

IEEE International Conference on; 2008:166-173 

[29]. Hua-sheng Z, Long J, Xiao-yan H. A 

Prediction of the Monthly Precipitation Model 

Based on PSO-ANN and its Applications. In, 

Computational Science and Optimization (CSO), 

2010 Third International Joint Conference 

on:476-479 

[30]. Wenyu Z, Xuan L, Wei X, Dezhong C. 

Software design of sand-dust strom warning 

system based on grey correlation analysis and 

particle swarm optimization support vector 

machine. In, Power Electronics and Intelligent 

Transportation System (PEITS), 2009 2nd 

International Conference on; 2009:47-50 

[31]. Huawang S, Wanqing L. Application of 

PSO-Based Neural Network in Quality 

Assessment of Construction Project. In, 

MultiMedia and Information Technology, 2008 

MMIT '08 International Conference on; 2008:54-

57 

[32]. Min H, Fang-Fang W. Improved multi-

classes SVM and application in ring-key position 

selection in tunnels. In, Machine Learning and 

Cybernetics, 2009 International Conference on; 

2009:1094-1099 

[33]. Alam S, Dobbie G, Riddle P. An 

Evolutionary Particle Swarm Optimization 

algorithm for data clustering. In, Swarm 

Intelligence Symposium, 2008 SIS 2008 IEEE; 

2008:1-6 

[34]. Youssef SM. A New Hybrid Evolutionary-

Based Data Clustering Using Fuzzy Particle 

Swarm Optimization. In, Tools with Artificial 

Intelligence (ICTAI), 2011 23rd IEEE 

International Conference on:717-724 

[35]. Toreini E, Mehrnejad M. Clustering data 

with Particle Swarm Optimization using a new 

fitness. In, Data Mining and Optimization 

(DMO), 2011 3rd Conference on:266-270 

[36]. van der Merwe DW, Engelbrecht AP. Data 

clustering using particle swarm optimization. In, 

Evolutionary Computation, 2003 CEC '03 The 

2003 Congress on; 2003:215-220 Vol.211 

[37]. Xueping Z, Qingzhou Z, Zhongshan F, 

Gaofeng D, Chuang Z. Clustering Spatial Data 

with Obstacles Using Improved Ant Colony 

Optimization and Hybrid Particle Swarm 

Optimization. In, Fuzzy Systems and Knowledge 

Discovery, 2008 FSKD '08 Fifth International 

Conference on; 2008:424-428 

[38]. Geetha T, Sathya M. Modified Particle 

Swarm Optimization (MPSO) algorithm for Web 

Service Selection (WSS) problem. In, Data 

http://www.jofamericanscience.org/
http://www.americanscience.org/
mailto:editor@americanscience.org


Journal of American Science 2023;19(6)                              http://www.jofamericanscience.orgJAS 

 

http://www.americanscience.org            editor@americanscience.org 
 

33 

Science & Engineering (ICDSE), 2012 

International Conference on:113-116 

[39]. Guosheng K, Jianxun L, Mingdong T, Yu X. 

An Effective Dynamic Web Service Selection 

Strategy with Global Optimal QoS Based on 

Particle Swarm Optimization Algorithm. In, 

Parallel and Distributed Processing Symposium 

Workshops & PhD Forum (IPDPSW), 2012 

IEEE 26th International:2280-2285 

[40]. Shuzhi L, Ping S, Shuxin Y. A grouping 

particle swarm optimization algorithm for Web 

service selection based on user preference. In, 

Computer Science and Automation Engineering 

(CSAE), 2011 IEEE International Conference 

on:427-431 

[41]. Iyer KLV, Xiaomin L, Mukherjee K, Kar 

NC. Online stator and rotor resistance estimation 

scheme using swarm intelligence for induction 

motor drive in EV/HEV. In, Electric Drives 

Production Conference (EDPC), 2011 1st 

International:202-207 

[42]. El-Gammal AAA, El-Samahy AA. A 

modified design of PID controller for DC motor 

drives using Particle Swarm Optimization PSO. 

In, Power Engineering, Energy and Electrical 

Drives, 2009 POWERENG '09 International 

Conference on; 2009:419-424 

[43]. Sundareswaran K, Nayak PS, Durga 

Venkatesh C, Hariharan B. Optimal placement of 

FACTS devices using probabilistic Particle 

Swarm Optimization. In, Innovative Smart Grid 

Technologies - India (ISGT India), 2011 IEEE 

PES:53-58 

[44]. Das D, Prasai A, Harley RG, Divan D. 

Optimal placement of Distributed Facts devices 

in power networks Using Particle Swarm 

Optimization. In, Energy Conversion Congress 

and Exposition, 2009 ECCE 2009 IEEE; 

2009:527-534 

[45]. Amanifar O. Optimal distributed generation 

placement and sizing for loss and THD reduction 

and voltage profile improvement in distribution 

systems using Particle Swarm Optimization and 

sensitivity analysis. In, Electrical Power 

Distribution Networks (EPDC), 2011 16th 

Conference on:1-1 

[46]. Nabavi SMH, Hajforoosh S, Masoum MAS. 

Placement and sizing of distributed generation 

units for congestion management and 

improvement of voltage profile using particle 

swarm optimization. In, Innovative Smart Grid 

Technologies Asia (ISGT), 2011 IEEE PES:1-6 

[47]. Ghanbarzadeh T, Goleijani S, Moghaddam 

MP. Reliability constrained unit commitment 

with electric vehicle to grid using Hybrid 

Particle Swarm Optimization and Ant Colony 

Optimization. In, Power and Energy Society 

General Meeting, 2011 IEEE:1-7 

[48]. Sadati N, Hajian M, Zamani M. Unit 

Commitment Using Particle Swarm-Based-

Simulated Annealing Optimization Approach. In, 

Swarm Intelligence Symposium, 2007 SIS 2007 

IEEE; 2007:297-302 

[49]. Zhao YS, Zhan J, Zhang Y, Wang DP, Zou 

BG. The optimal capacity configuration of an 

independent Wind/PV hybrid power supply 

system based on improved PSO algorithm. In, 

Advances in Power System Control, Operation 

and Management (APSCOM 2009), 8th 

International Conference on; 2009:1-7 

[50]. Slochanal SMR, Saravanan M, Devi AC. 

Application of PSO technique to find optimal 

settings of TCSC for static security enhancement 

considering installation cost. In, Power 

Engineering Conference, 2005 IPEC 2005 The 

7th International; 2005:1-394 

 

 

 

10/5/2012 

 

http://www.jofamericanscience.org/
http://www.americanscience.org/
mailto:editor@americanscience.org


Journal of American Science 2023;19(6)                              http://www.jofamericanscience.orgJAS 

 

http://www.americanscience.org            editor@americanscience.org 
 

34 

 

 

 

                                                                                                                                                         

                                                                                                                                                           

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

                     Yes 
 

 

 

 No         

                                                                                                                         

       

 

 

 

 

 
 

 

 

                     

Input PSO parameters including 

𝐶1 , 𝐶2 , 𝑉𝑚𝑎𝑥  , 𝑡𝑚𝑎𝑥 , 𝑁𝑝 , 𝜔𝑖 , 𝜔𝑓 

 

Start 

t=0, ω(0) = 𝜔𝑖  

 

 
Initialise positions of particles randomly and their corresponding 

fitness value is computed. The position of each particle gets its 

personal best (𝑃𝑖) and its fitness gets 𝑃𝑏𝑒𝑠𝑡  . The position and 

fitness of the particle with the best fitness are set as 𝑃𝑔  and 𝑔𝑏𝑒𝑠𝑡  

respectively. 

Vid (t + 1) = ω(t)Vid  (t) + C1 r1d(Pid − Xid )+C2r2d(Pgd − Xid)       

Update positions and velocities of particles via: 
 

Xid(t + 1) = Xid  (t) + Vid  (t + 1)    

If |Vid (t + 1)| > Vmax  then Vid (t + 1) = sign(Vid)Vmax      

 

For j=1, 2,…, 𝑁𝑝  

 

If f (Xj(t + 1)) > gbest   then Pg = Xj(t + 1) and gbest = f(Xj(t + 1))   

If f(Xi(t + 1)) > 𝑓(Pi)  then Pi = Xi(t + 1) and Pbest = f(Xi(t + 1))   

𝑡 < 𝑡𝑚𝑎𝑥  

𝜔(t) =  
ωmin − ωmax

ωmax

 + ωmax  

Output Pg  and  𝑔𝑏𝑒𝑠𝑡  

 

t=t+1 

End 

   
Fig.1 Flowchart of conventional PSO 
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