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Abstract: In this paper, identification of a nonlinear function will be presented by neural network and wavelet 
network methods. Behavior of a nonlinear system can be identified by intelligent methods. Two groups of the most 
common and at the same time the most effective of neural networks methods are multilayer perceptron and radial 
basis function that will be used for nonlinear system identification. The selected structure is series - parallel method 
that after network training by a series of training random data, the output is estimated and the nonlinear function is 
compared to a sinusoidal input. Then, wavelet network is used for identification and we will use orthogonal least 
squares (OLS) method for wavelet selection to reduce the volume of calculations and increase the convergence 
speed.  
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1. Introduction 

IN complex systems in which there is vague and 
inaccurate information, using intelligent methods is 
common. These methods can predict behavior of 
system in a non-linear, adaptive way and based on of 
behavior in human inference method. Among these 
methods we can refer to artificial neural networks that 
have been used in various fields including 
approximation of nonlinear mappings (Harkouss et al, 
2011). Artificial neural networks are a kind of vast 
parallel processor structure that can store experimental 
information and can make use of them possible. 
Performance of neural networks is similar to brain 
from two aspects:  

1- Data are gained through training process. 
2- Connections between neurons (nerve weights) 

are used to store information or approximation of 
nonlinear function. 

The processor of neural network is neuron that 
usually all neurons in a network are similar and can be 
connected to each other by different methods. Neural 
network learns information through training process 
that this information is stored in connection weights 
between neurons. 

For training, the pair of desirable input - output 
is applied to the network and in each training period, 
error between actual output and desired output of 
neural network is used to adjust the weights. By 
continuing training process, the error is reduced to 
reach an acceptable level (Pati and Krishnaprasad, 

1993; Haykin, 1999). In this paper, two widely used 
neural networks i.e. multilayer perceptron and radial 
basis function are used to identify a nonlinear 
function. Nonlinearity property of neural network is 
due to nonlinear activation function that is in hidden 
layer neurons structure and in output. This property 
makes artificial neural network which can 
approximate complex nonlinear functions (Harkouss 
et al, 2011; Haykin, 1999).  

In addition to neural networks method we can 
also benefit from other basic functions to identify and 
approximate complex nonlinear functions, these 
methods are known as wavelet transform or wavelet 
network (wavenet) (Qi and Xiao, 2007; Hung et al, 
2004). In neural networks after network structure 
(number of layers and cells) is determined, initial 
coefficients of network will be adjusted randomly. 
Since there is no insight on how each cell operates in 
network output, applying conventional error 
minimization methods such as descending gradient 
usually encounter with problem of involvement in 
local minimums because this error is highly nonlinear 
in coefficients (Billings and Wei, 2005; Parasuraman 
and Elshorbagy, 2005). 

According to synthesis analysis relationships, 
wavelet transform has new possibility for functions 
approximation or equally identification of a system 
and based on this extensive efforts have been done to 
use this potential. In this method, networks with 
possibility of coefficients adjustment and rapid 
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convergence can be designed by structures similar to 
neural networks (Billings and Wei, 2005; Srinivas, 
2010). Therefore, in following of this paper the 
mentioned nonlinear function will be also identified 
by wavelet transform. 

 
2. Problem Explanation 

Identification and characterization are basic 
issues in control theory which are used to explain a 
system mathematically. In general, the model of a 
dynamic system can be shown by following 
relationships: 

)]([)(

)](),([)()(

txty

Rttutxtx
dt

tdx



 

 
(1) 

In above relationshipΦ and Ψ are static nonlinear 
functions that explain relationships of state variables, 
inputs and outputs. Also x is system state vector, u is 
system inputs vector and y is system output vector 
(Khalil, 2002). 
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 These relationships can also be expressed in 
discrete time in which variable t is replaced by 
variable k.   
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2.1 Identification Models of Linear System 

For linear time-invariant systems with unknown 
parameters, making identification models is a known 
issue. Ljung (1999) For a SISO system proposed a 
controllable and observable model that is expressed 
by relationship (6). 
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 where  and  are unknown coefficients. This 
relationship shows that the value of system at time 
k+1 is equal with linear combination of past moments 
values in function and input. For doing identification 
process two following methods called parallel and 
series - parallel can be used (Haykin, 1999). 

Parallel method: 
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Series - parallel method: 
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 The difference between two equations is y 
entered into the identifier system. In one equation y is 
obtained from the main system and in other equation y 
is identified from system. For making stable 
adjustment rules using series - parallel method is 
preferred. In this paper the selection method is also 
series - parallel method. 
2.2 Identification Models of Nonlinear System 

Various models can be used to identify a 
nonlinear function. Model used in this paper has the 
following form. 
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 In these relationships u and y are input and 
output of system, respectively. Here similar to linear 
state there are two types of parallel and series - 
parallel methods that the second method is selected.  

Block diagram of this model and series - parallel 
method is indicated in figure 1 and figure 2 
respectively. These diagrams show that what is input 
to neural network, what is output from it and there are 
how many blocks of memory (due to delays). 

 

 
Figure 1 - Diagram of used structure for nonlinear 
system identification 
 

For wide range of nonlinear systems, the 
nonlinear autoregressive with exogenous inputs 
(NARX) model can be considered as a representer 
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(Billings and Wei, 2005). For example a SISO system 
like (10) will be evaluated. 
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 For network training a random input in the 
interval [-1,1] is applied to systems. After determining 
the weights of neural network, system output to 
specified sinusoidal input will be predicted based on 
series - parallel method. 
 

  
Figure 2 - Block diagram of series – parallel 
identification 

 
3. Multilayer Perceptron Neural Network 

Perceptron neural network is an almost all-
purpose neural network which is used in most 
applications and the obtained results of it have always 
been acceptable. This network with backpropagation 
error algorithm has been introduced in detail in 
different books like Haykin (1999). Here briefly the 
mathematical relationships governing on the network 
are given.  
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 where 

I
ijw

and 

O
jw

are input and output 

weights, 

I
jb

and 
Ob are hidden layer bias and output 

weights respectively and iu is neural network input. 
The structure of this neural network is shown in 
Figure 3. 

Backpropagation error algorithm can be used for 
training of this network. We can make the network 
behavior near to desirable state by using mentioned 
algorithm and data from system model.  

 

 
Figure 3 – Structure of multilayer perceptron neural 
network 
 

In this part MLP network is used to identify the 
dynamics of introduced nonlinear function. System 
inputs in this case are function value at any moment 
and a moment before it and also neural network 
output is prediction of function value in next moment. 
By applying a random input in interval [-1,1] to the 
trained network, final error between estimated output 
and output of main system and response of both 
system to sinusoidal input is compared in figure 4 and 
figure 5 respectively. 
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Figure 4 – Identification error for MLP method  
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Figure 5 - Comparing identified system output 
(dashed line) and main system output (filled line) in 
MLP method 
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4. RBF Neural Network 
Neural networks are capable of learning and can 

adapt themselves with environment. Because of this 
capability, when mathematical model of system is not 
available or complex calculations are required for 
reaching to this model, neural networks can be very 
useful (Pati and Krishnaprasad, 1993). RBF network 
shown in Figure 6 which consists of three layers 
including input layer, hidden layer and output layer 
can be considered as a mapping from 

space
sr  .  

r is considered as input vector and 

 uiC r
i  1

 as centers of hidden units are 
considered. The output of each RBF unit is calculated 
as follows. 
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So that indicates Euclidean distance in the 
input space. Usually, Gaussian functions are used for 
RBF units.  
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Figure 6 - Structure of RBF neural network 
 

where 
i shows unit width of ith RBF. 

 PYj , 
(jth output) in RBF neural network is calculated as 
follows. 
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 ijW ,  is weight between ith RBF unit and jth 
output. According to above relationships it can be 
seen that output of RBF classifiers is characterized by 
linearly separable functions. They develop decision 
boundaries in output space. Capability of RBF neural 
networks is strongly dependent on separability of 
classes in u-dimensional space that is done by RBF 
units and by a non-linear transformation. 
Geometrically, the idea of RBF neural network is 
separation of input space in several sub-spaces as 
spherical regions (circle) (Haykin, 1999; Qi and Xiao, 
2007). 

Also, in this section one RBF network is used for 
modeling a nonlinear function. The training method is 
still series - parallel. In effect, input to neural network 
is output of main system with its delayed version. 

Training error, main system response and estimate of 
RBF network are shown in figure 7 and figure 8. 
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Figure 7 - Training error during RBF method  
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Figure 8 - Comparing identified system output 
(dashed line) and main system output (filled line) in 
RBF method 

 
5. Wavelet Transform 

The main idea of wavelet transform is to depict 

functions from )(2 RL space to time-frequency so that 
transform coefficients can express characteristics of 
time-frequency signal. Continuous wavelet transform 
gives a picture of function in developed space by shift 
and scale of a special function called mother wavelet. 

When )(x is mother wavelet some sets of functions 
are applied for continuous wavelet transform as 
follows (Parasuraman and Elshorbagy, 2005; Ismail et 
al, 2009). 
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 where 


 is a limit set of 
2Z . In above 

relationship f (X) is approximated regarding elements 
of the set. The above relationship compared with 
neural networks is called wavelet network. This 
relationship identifies the network for approximating 
one variant relationship. To extend this network to a 
form of multivariant network it seems using products 
forms is the easiest method, i.e.: 
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 The problem of this method is large volume of 
computations that develops because of applying a 

nonlinear function


. The solution which is proposed 
by Hung et al (2004) for this problem is use of radial 
wavelets i.e. wavelet that satisfies in the following 
equation. 
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 where 
2/1T )XX(X  and 


is a single-input-

single-output function. Therefore, the volume of 
performed calculations in every cell becomes 
independent of dimensions of variables and only is 
limited to a soft calculation and applying nonlinear 

function 


. By using radial wavelet the network 
form in multivariant state becomes as follows: 
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 where N is the number of cells used and 

parameters 
RwRLRd i

n
i

n
i  ,,

are weights 
vector, transfer matrix and change of scale, 
respectively. It will be proved that the above set can 

approximate every function in )R(L n2
. 

Hence, the wavelets' family can be considered as 
follows: 
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where   is the mother wavelet and 
nRXZba  ,, .  

In this section to identify nonlinear function, 
Mexican hat wavelet with following relationship is 
used for mother wavelet: 

    zkmexx x   ,1)3/2( 2/24/1 2

  
(22) 

Diagram of this wavelet is according to the 
figure 9. 

 
Figure 9 - Diagram of Mexican hat mother wavelet 

 
We want to apply limited number of resulting set 

of wavelets for nonlinear function approximation. For 
this purpose we must select those that by least number 
approximate the nonlinear function in the best way. 
This work can be done by orthogonal least squares 
(OLS) method and introduced by Chen et al (1989). 
Modeling result of nonlinear function using Mexican 
hat wavelet is shown in Figure 10. 

 
6. Conclusion 

In this paper, neural network and wavelet 
network methods are used to identify a nonlinear 
function. Two first reviewed methods use series - 
parallel method. In these methods at first neural 
network was trained by random data and then 
sinusoidal data was given to the system. During 
applying sinusoidal input, future output was predicted 
by delayed outputs. Two methods MLP and RBF 
operation in identification of nonlinear system is 
almost identical, although MLP has a higher speed. 
Then, wavelet method was evaluated and it was 
expressed that although the use of a regression model 
developed based on wavelet expansion is useful to 
identify low-dimensional systems, after increase of 
dimension, this method will confront with some 
problems. 

In order to solve this problem the wavelet 
network was used. Obviously, for escaping from 
problems and having advantages of wavelet and 
regression simultaneously, radial wavelet network was 
reviewed and it was shown that by using a radial 
mother wavelet rather than separable one, a model 
similar to RBF neural networks can be achieved. Also, 
using some linear regressors along with non-linear 
regressors (wavelet) will accelerate the identification. 
Hence, the selected wavelet network method showed 
better performance compared with other methods 
from accuracy and fitting aspects and also from the 
aspect of speed of convergence. 
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Figure 10 - Comparing identified system output 
(dashed line) and main system output (filled line) in 
wavenet method  
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